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[bookmark: _GoBack]AI IMPACT ASSESSMENT (AIIA)
TEMPLATE
Purpose: To evaluate the potential operational, ethical, legal, and reputational impacts of an AI system before deployment.
Instructions: Complete all sections. Attach supporting documents if necessary. Submit to the AI Oversight Committee for review and approval.
1. General Information
	Field
	Details

	AI System Name
	

	Department / Business Unit
	

	System Owner / Responsible Staff
	

	Vendor / Developer (if applicable)
	

	Date of Assessment
	

	Expected Deployment Date
	


2. Purpose and Scope of the AI System
1. Brief description of the AI system:…………………………………………………………
………………………………………………………………………………………............
………………………………………………………………………………………………
2. Key objectives / business goals:……………………………………………………………
………………………………………………………………………………………............
………………………………………………………………………………………………
3. Scope of use (functions and processes) :……………………………...................................
………………………………………………………………………………………............
………………………………………………………………………………………………
………………………………………………………………………………………………
………………………………………………………………………………………………
………………………………………………………………………………………………
3. Data Considerations
1. Types of data used (personal, transactional, operational, etc.) :……………………………
………………………………………………………………………………………............
………………………………………………………………………………………………
………………………………………………………………………………………………
2. Data sources and quality assurance measures:……………………………………………...
………………………………………………………………………………………............
………………………………………………………………………………………………
………………………………………………………………………………………………
3. Compliance with the Data Protection Act (Act 843) and other applicable regulations (Yes/No) :…………………………………………………………………………………...
4. Retention period and deletion plan:………………………………………………………...
………………………………………………………………………………………............
………………………………………………………………………………………............
4. Operational Impact
1. Processes affected:………………………………………………………………………….
………………………………………………………………………………………............
………………………………………………………………………………………………
………………………………………………………………………………………………
2. Expected improvements in efficiency or accuracy:………………………………………...
………………………………………………………………………………………............
………………………………………………………………………………………………
………………………………………………………………………………………………
3. Potential operational risks (e.g., system failures, process disruption) :…………………….
………………………………………………………………………………………............
………………………………………………………………………………………………
………………………………………………………………………………………………
5. Mitigation strategies: :……………………………………………………………………...
………………………………………………………………………………………............
………………………………………………………………………………………………
………………………………………………………………………………………………
5. Ethical and Fairness Considerations
1. Potential for bias or discrimination:………………………………………………………...
………………………………………………………………………………………............
………………………………………………………………………………………………
………………………………………………………………………………………………
2. Measures to ensure fairness and transparency:……………………………………………..
………………………………………………………………………………………............
………………………………………………………………………………………………
………………………………………………………………………………………………
3.  Explainability of AI outputs to staff and customers:………………………………………
………………………………………………………………………………………............
………………………………………………………………………………………………
………………………………………………………………………………………………
………………………………………………………………………………………………
………………………………………………………………………………………………
6. Governance and Accountability
1. AI system owner / responsible staff:………………………………………………………..
………………………………………………………………………………………………
2. Oversight committee / approving authority:………………………………………………..
………………………………………………………………………………………………
3. Roles and responsibilities for monitoring, reporting, and escalation:……………………...
………………………………………………………………………………………............
………………………………………………………………………………………………
………………………………………………………………………………………………
7. Verification and Monitoring Plan
1. How outputs will be verified before use:…………………………………………………...
………………………………………………………………………………………............
………………………………………………………………………………………………
………………………………………………………………………………………………
2. Frequency of model performance reviews:…………………………………………………
………………………………………………………………………………………............
………………………………………………………………………………………………
………………………………………………………………………………………………
3. Metrics or KPIs to monitor system effectiveness:………………………………………….
………………………………………………………………………………………............
………………………………………………………………………………………………
………………………………………………………………………………………………
4. Incident reporting procedures:……………………………………………………………...
………………………………………………………………………………………............
………………………………………………………………………………………………
………………………………………………………………………………………………
8. Approval
	Approver
	Role
	Signature
	Date

	AI Oversight Committee
	
	
	

	Department Head
	
	
	

	Senior Management
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